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Abstract: Simulation outputs from chemical transport models (CTMs) are essential to plan effective
air quality policies. A key strength of these models is their ability to separate out source-specific
components which facilitate the simulation of the potential impact of policy on future air quality.
However, configuring and running these models is complex and computationally intensive, making
the evaluation of multiple scenarios less accessible to many researchers and policy experts. The aim
of this work is to present how Gaussian process emulation can provide a top-down approach to
interrogating and interpreting the outputs from CTMs at minimal computational cost. A case study is
presented (based on fine particle sources in the southwest of Western Australia) to illustrate how an
emulator can be constructed to simultaneously evaluate changes in emissions from on-road transport
and electricity sectors. This study demonstrates how emulation provides a flexible way of exploring
local impacts of electric vehicles and wider regional effects of emissions from electricity generation.
The potential for emulators to be applied to other settings involving air quality research is discussed.

Keywords: air quality; future scenarios; fine particulate matter; chemical transport modelling; emulation

1. Introduction

Dispersion and chemical transport models are essential tools for estimating exposure
to ambient air pollution in epidemiologic analyses and health impact assessments (HIA) [1].
Dispersion models simulate the transport, dispersion and deposition of pollutant emissions
and can provide predictions at different temporal and spatial scales [2]. Chemical transport
models (CTM) incorporate atmospheric chemistry and aerosol dynamics in addition to
simulating the dispersion and deposition of pollutant emissions [3–5]. A key strength
of these models is their ability to separate out source-specific components enabling the
exploration of the impact of emission reduction policy on future air quality [6,7]. Exam-
ples include reducing on-road emissions through the promotion of public transportation,
switching to cleaner low (or zero) emission fuels, or changes to the electricity sector to
support the uptake of electric vehicles. CTMs are complex and require significant expertise
to operate. Therefore, policy practitioners look to air quality modelling experts to provide
model simulations, and advice regarding uncertainties, when using modelling to assess the
costs and benefits of an intervention that can reduce outdoor air pollution.

Substantial gains in computational efficiency have been made in recent years, however,
the complexity of CTMs can still be a limitation when applied to research questions that
require many model runs [8]. This is especially the case for HIA that can involve multiple
intervention scenarios, thus making the use of CTMs for such applications more prob-
lematic. Recent research in this area has led to the development of surrogate models that

Atmosphere 2022, 13, 2009. https://doi.org/10.3390/atmos13122009 https://www.mdpi.com/journal/atmosphere

https://doi.org/10.3390/atmos13122009
https://doi.org/10.3390/atmos13122009
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/atmosphere
https://www.mdpi.com
https://orcid.org/0000-0002-8856-6046
https://orcid.org/0000-0003-4021-8218
https://doi.org/10.3390/atmos13122009
https://www.mdpi.com/journal/atmosphere
https://www.mdpi.com/article/10.3390/atmos13122009?type=check_update&version=1


Atmosphere 2022, 13, 2009 2 of 19

aim to approximate a CTM under simplified assumptions, e.g., annual time scales and/or
aggregated areas. One approach is the use of reduced-complexity climate models (RCMs)
to predict health impacts from point source emission sources such as coal fired power
plants [9]. Another example is the TM5-FASST model, which is based on a region-to-region
source-receptor matrix and is developed from TM5 global CTM simulations [10]. However,
the results may be less reliable than those based on full form modelling as they are less
able to account for atmospheric chemistry and transport [8]. Furthermore, neither of these
approaches have focused on a specific urban area let alone an assessment of intra-urban
level HIAs. One approach which can reduce the computational challenge of many source
sensitivity runs is coded into the Community Multiscale Air Quality System (CMAQ),
which has separate downloadable versions of the CMAQ model—CMAQ-DDM-3D and
ISAM which can be used to carry sensitivity analysis and calculate source attribution in a
single simulation [11–13]. These methods can also be used to run scenario analysis but are
nevertheless still complex and computationally intensive to run.

An alternative approach to this problem is the use of Gaussian process emulation
(GPE) [14]. One early application of this approach has been the quantification of model
parameter uncertainty and sensitivity to the complex interactions between aerosols and
clouds [15,16]. Emulation has also been used more recently as a flexible and compu-
tationally efficient proxy of a CTM for predicting both shorter term (monthly average
concentrations) and annual exposure to fine particulate matter (PM2.5) [17–19]. In those
applications, emulators are applied to study impacts of the changes to emissions aggregated
by sector on air pollution across broad regional areas. Use of emulation to approximate
high resolution pollution maps at an intra-urban scale has also been demonstrated [20].
However, few applications at this local spatial scale have been carried out, e.g., at the scale
of neighbourhood, local government area, or administrative area within a city.

This study aims to demonstrate how GPE can assist policy makers to examine effects
of city-wide air quality interventions. The example of electric vehicles (EVs) is used here
as it applies to the entire transport sector thereby potentially improving air quality for
urban-based populations. The case study is set in the southwest of Western Australia, and
it considers changes to annual average PM2.5 under future scenarios. Emissions from the
transport and electricity sectors are varied simultaneously across a range of plausible levels
and an emulator is built by analysing the outputs from multiple CTM runs. Emulators are
then used to illustrate their capacity to assess the local impacts of a city-wide transition to
EVs which in our case study represents an area of approximately six thousand and four
hundred square kilometres. Wider regional impacts from increased electricity generation
are then studied by coupling the electricity sector to the transport sector and comparing
to scenarios involving renewable energy sources. The potential for emulation to simulate
a CTM output and thereby make this method of scenario analysis more accessible to less
technical audiences is discussed.

2. Materials and Methods

We briefly describe the scientific model used to generate experimental data needed to
build and test the emulator. The case study is then introduced, and details of the emulation
approach are provided. In Australia, detailed spatial assessments are limited to regions with
contemporary state-of-the-art inventories [21]. Therefore, we also present the results of the
CCAM-CTM applied to the case study region (Supplementary Materials, Section S1) as further
background and to facilitate comparison of model performance in other applications.

2.1. The CCAM-CTM

The Commonwealth Scientific and Industrial Research Organisation (CSIRO) have
developed a CTM, which is used by CSIRO and research partners to model the transport,
dispersion, deposition, and chemical transformation of airborne pollutants. A summary of
the science modules is given by the World Meteorological Organization [22] and can also
be compared with other commonly used CTMs. In this study, the approach involves the
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use of the Conformal Cubic Atmosphere Model (CCAM) for simulating regional meteorol-
ogy, and the CSIRO CTM (thus CCAM-CTM) [23]. The CCAM provides a prediction of
meteorological fields including temperature, wind velocity and direction, water vapour
mixing ratio (including clouds), radiation and turbulence [24]. The CTM is configured with
the Carbon Bond V chemical transformation mechanism for gas phase species, the Global
Model of Aerosol Processes for aerosol dynamics [25], the Volatility Basis Set for treating
semi-volatile organic aerosol [26], and ISORROPIA [27] (a thermodynamic equilibrium
model) for treatment of secondary inorganic aerosols. Natural and anthropogenic aerosols
(primary and secondary) are included in the simulations. Natural sources include sea salt
aerosols, wind-blown dust, primary aerosols from ambient first, and secondary organic
aerosols formed by oxidation of organic compounds emitted from vegetation and ambient
fires [28–31]. Major sources of anthropogenic emissions include industry, commercial,
motor vehicle, and domestic wood heaters.

The CTM has been applied to many applications involving air quality in an Australian
context, but its main use is to run short-term forecasts (here coupled to the Australian
Bureau of Meteorology weather forecasts) dispersion of smoke and particulates from
bushfire and prescribed burning [32]. The CCAM-CTM configuration has been used as
part of HIA analysis to study air quality impacts both historically and for the future [33,34].
When applied in this way, the CCAM-CTM is used in “scenario mode” by modifying
emissions and to assess resulting pollutant concentrations under a counterfactual scenario.

The CCAM-CTM can be conceptualised as a complex function involving parameters
X to reflect the many science processes mentioned above, and it provides model output
Y = f (X). However, Y is unknown until the simulation is run for a given time period across
the selected geographical area(s) of interest. We define Y with respect to a base case as the
absolute difference between the base case and scenario of interest, i.e.,

∆Y = Yx(n) −Ybc

where x(n) is the selected scenario and ‘bc’ refers to the base case. We run the CCAM-CTM
down to a 1 km resolution providing an estimate of ∆Y in any defined grid cell within the
model domain.

2.2. Case Study Region

In this study, potential impacts of EVs on air quality are investigated for the greater
metropolitan region of Perth in Western Australia (GMR Perth), an area with approximately
2 million people [35]. A map of the study area is provided below in Figure 1 based on
published population data from the ABS [36]. This shows how population density varies
across GMR Perth (panel A) and surrounding areas to the south (panel B). Areas outside
GMR Perth were included to study potential co-effects related to changes in electricity
generation for the wider region. The GMR Perth and surrounds provide a relevant case
study for other cities across Australia, and more broadly for other countries, where fossil
fuel power plants are still a major source of electricity supply.
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the south. Coal fired power stations for the region are located approximately 200 km south 
of GMR Perth. Conversely, gas turbines are spread across the SWIS network with several 
of the larger gas turbines located near main urban areas. 

Figure 1. Study area and population. Map on top right shows the study region within the red
rectangle and two sub-regions enclosed within yellow rectangles. Map on left shows population
density for the city of Perth region (panel (A)) and map on lower right shows the population density
for the southwest of the study area (B).

2.3. Emissions Data

Anthropogenic emissions for GMR Perth were obtained from the Department of Water
and Environmental Regulation (DWER) [37] for the period July 2011 to June 2012. Total
annual emissions data for on-road vehicle exhaust and electricity generation are presented in
the appendix (Supplementary Materials, Tables S1 and S3). Details of emissions for all other
sources of emissions for the study area are also provided in the appendix (Supplementary
Materials Section S1.1). We refer to these data as the baseline emissions inventory.

The supply of electricity for the study region supports approximately 1 million house-
holds and is generated by the Southwest Inter-connected System (SWIS) of Western Aus-
tralia. The locations of major power stations by energy type were obtained from the national
electricity transmission lines and power stations database [38] as shown in Figure 2. The
SWIS extends from Kalbarri in the north, to Kalgoorlie in the east and Albany in the south.
Coal fired power stations for the region are located approximately 200 km south of GMR
Perth. Conversely, gas turbines are spread across the SWIS network with several of the
larger gas turbines located near main urban areas.
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Figure 2. SWIS Network and location of power stations. Type of energy source shown as colour
coded circles and the GMR Perth is shown in blue. Study region is enclosed within the red rectangle
and two sub-regions (GMR Perth and region to southwest of Perth) enclosed within yellow rectangles.

2.4. Exposure Assessment

Annual average PM2.5 (ug/m3) were modelled using CCAM-CTM and results from
the two inner domains were used to derive exposure for the study population. That is,
data from the 1 km domain (for GMR Perth) and the 3 km domain for areas to the south.
Gridded annual average PM2.5 concentrations were first extracted to census mesh blocks,
which are the smallest geographic areas defined by the Australian Bureau of Statistics
(ABS) [39]. Figure 3 presents baseline annual mean PM2.5 concentrations (PMbc

2.5) for GMR
Perth simulated by the CCAM-CTM from the baseline emissions inventory.
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Figure 3. Baseline annual mean PM2.5 (PMbc
2.5) for GMR Perth generated by the CCAM-CTM from

the baseline emissions inventory and extracted to ABS mesh blocks.

Estimates of the incremental change in annual average PM2.5 concentration (∆PM2.5)
were produced by subtracting PMbc

2.5 from any subsequent CTM simulation based on
perturbations to emissions from the two sectors of interest. Thus, ∆PM2.5 can be interpreted
as the change in PM2.5 expected for a given change in on-road vehicle emissions and/or
change in emissions produced by electricity generation.

For our case study, we base emulators on a spatial area unit that facilitates exploring
intra-urban gradients but with sufficiently large populations to warrant HIA. We calculated
mean ∆PM2.5 at a statistical area level 4 (SA4) for the GMR Perth and statistical area level 3
(SA3) for surrounding regions. SA3s are included to model net changes in PM2.5 due to
perturbations in emissions from electricity generation only. Thus, we have a total of six
SA4s that make up GMR Perth and three selected SA3s in the surrounding region. We
run the emulator in two modes. Firstly, without population weighting applied by equally
weighting all model grids falling into each area. Secondly, by extracting to mesh blocks and
population-weighting across mesh blocks. We chose to present the unweighted mean as an
initial assessment, because we want to assess how well the emulator performs in terms of
predicting the CCAM-CTM ∆PM2.5 across the study area without the added complexity of
spatially weighting by population density. Population weighting is applied to assess how
emulation would be used for policy development. Further details of this process and what
each study area represents is provided in the appendix (Supplementary Materials Section S2.1).
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2.5. Emulation

As noted in the introduction, emulation can be used to encapsulate many computa-
tionally demanding simulations of a complex model into an output that can be readily inter-
rogated by non-modelling specialists. This approach uses scenario analysis to estimate the
output of interest Y from the CCAM-CTM for a set of model inputs X = {X1, X2, . . . , Xd},
defined over a d-dimensional parameter space. For scenario S, we refer to a set of emission
parameter inputs x and are interested in knowing the CCAM-CTM output Y = f (x) but do
not know this until the model has been run. An emulator estimates the CCAM-CTM simula-
tion, thus providing Ŷ = f̂ (x) where f̂ is derived using Gaussian Process Emulation (GPE)
based on a set of simulation runs (training data). Training data for an emulator are obtained
by running different emission data input combinations of x through the CCAM-CTM to
obtain the corresponding model outputs y.

The GPE model employs a Bayesian technique in which the prior probability distri-
bution of f is conditioned on the training data to produce a posterior probability distri-
bution [15,40]. The prior distribution is the Gaussian process with mean m(x) = h(x)T β
where h(·) is a known function of x with unknown coefficients β. We set h(·) here as the
simple linear regression function with coefficients calculated based on the training data.
The prior covariance function for any pair of parameter settings x and x′ is defined by:

cov
(
x, x′

)
= σ2c

(
x, x′

)
where

c(x, x′) = exp{−∑d
i=1 (

(x− x′)
δi

)
2

}

is the Gaussian correlation function that depends on the distance between pairs of model
input combinations. The smoothness of the model response to each emission parameter i,
described by δi, is calculated from the training data and included in the model fitting using
an uninformative prior. The resulting emulator f̂ is a conditional probability distribution
of Gaussian form that characterises the CCAM-CTM output with respect to the training
data, having a posterior mean function given by:

m∗(x) = h(x)T β + t(x)T A−1(y−Hβ̂)

and a posterior covariance matrix:

cov∗(x, x′) = σ2[c(x, x′)− t(x)T A−1t(x′) + (h(x)
−t(x)T A−1H)(HT A−1H)

−1
(h(x′)− t(x′)T A−1H)T ]

where
yT = ( f (x1), . . . , f (xn))

HT = (h(x1), . . . , h(xn))

A =


1 c(x1, x2) . . . c(x1, xn)

c(x2, x1) 1
...

...
. . .

c(xn, x1) . . . 1


t(x)T = (c(x, x1), . . . , c(x, xn))

β̂ = (HT A−1H)
−1

HT A−1y

and

σ̂2 =
yT
(

A−1 − A−1H(HT A−1H)
−1HT A−1

)
y

n− q− 2
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where n is the number of training runs and q is the number of model parameters plus 1.
O’Hagan et al. [14] present a full derivation of these equations and Johnson et al. [15]

provide more discussion relating to the underlying parameters involved when fitting
GPE models.

For our case study, a total of eight emission parameters were selected, as summarised
in Table 1. Oxides of nitrogen tailpipe emissions (NOx_EMS) and tailpipe PM2.5 emissions
(PM25_EMS) are included in the emulator (parameters X1 and X3) as they are both well-
established contributors to PM2.5 concentrations from on-road vehicles. Volatile organic
compounds from on-road vehicles (VOC_EMS) is included (parameter X2) as it is well
known that VOCs react with other pollutants to form secondary PM2.5 [41]. The impacts
of carbon monoxide (CO), as a primary pollutant have been known for a long time [42].
However, given that vehicles emit large quantities of CO emissions (CO_EMS), we decided
to include as parameter X4 to investigate whether it may have an indirect influence on
secondary aerosol production via a contribution to the urban photochemical reactivity.
Although less dominant (on a mass emission basis) compared to the pollutants already
discussed, sulphur dioxide (SO2_EMS) and ammonia emissions (NH3_EMS) were also
included to investigate their role for this case study (parameters X5 and X6). Emissions for
each pollutant were varied in a relative manner uniformly across the entire spatial domain.
For example, NOX_EMS was varied in the range zero to 1.5 times the base inventory.

Table 1. Model parameters and their distribution ranges for this study.

Parameter No. Abbreviated Name Description Range *

X1 PM2.5 Particulate matter tailpipe emissions 0 to 150%
X2 NOx Oxides of nitrogen tailpipe emissions 0 to 150%
X3 VOC Volatile organic compound emissions 0 to 150%
X4 CO Carbon monoxide tailpipe emissions 0 to 150%
X5 SO2 Sulphur dioxide tailpipe emissions 0 to 150%
X6 NH3 Ammonia emissions tailpipe emissions 0 to 150%
X7 GAS Emissions from gas fire power stations 0 to 150%
X8 COAL Emissions from coal fire power stations 0 to 150%

* Range over which parameter was varied as a percentage of baseline emissions.

Emissions from both gas and coal fired power stations (GAS_EMS; COAL_EMS;) were
also varied and included in the emulator (parameters X7 and X8) in order to investigate the
impact of electricity generation on PM2.5 concentrations across the broader study area. In
the case of GAS_EMS, emissions were varied across the SWIS relative to the magnitude of
emissions from each turbine, i.e., as a percentage of the baseline emissions prescribed for
the modelled inventory year.

We varied the emission parameters using a Latin hypercube sampling approach [43]
to produce a series permuted emissions datasets according to the two selected emission
sectors of interest (on-road vehicles and electricity generation). The CCAM-CTM was then
applied to each emission configuration to obtain a series of gridded estimates of PM2.5
and PMbc

2.5 was subtracted to give ∆PM2.5. For each area of interest, these training data
were used to fit separate emulators with and without population weighting as described in
Section 2.4. Thus, for any given area, ∆PM2.5 is bounded below/above by the CCAM-CTM
predictions with all emission parameters set to their minimum/maximum values. In our
case study, the lower bound effectively represents an estimate of PM2.5 attributed to the
two selected emission sectors.

For each area of interest, these training data were used to fit separate emulators with
and without population weighting as described in Section 2.4.

Guidance on how many training runs is needed to achieve a reasonable fit for the
emulator is provided by Loeppky et al. [44] whereby n = 10× d (where d is equal to number
of parameters included in the emulator model) is generally recommended. For our case
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study, we found that 32 runs of the CCAM-CTM achieved good emulator accuracy and we
therefore decided not to continue with further simulations.

For validation, a second set of 16 CCAM-CTM runs were generated using the max-
imum Latin hypercube experiment design algorithm to ensure good coverage of the pa-
rameter space (validation data). The validation data effectively contain output from the
CCAM-CTM in order to test how well an emulator predicts CCAM-CTM output for the
16 emission input combinations, which have purposely been selected to differ from those
used for training the emulators. The validity of each fitted emulator model was assessed
using methods outlined in Bastos and O’Hagan [45]. This entailed evaluating how well the
emulator predicted the validation data using a series of scatter plots and comparing emula-
tor mean predictions versus the actual CCAM-CTM output. Uncertainty around emulator
predictions is calculated by using a defined critical level which is typically 5% thus provid-
ing 95% confidence intervals, however, this can be defined by the user. Validation includes
calculating how many of the CCAM-CTM model output lie outside the 95% confidence
bounds, and by comparing to the critical level. A listing of the emission scenarios used to
train and validate the emulator is presented in the appendix (Supplementary Materials,
Section S2.2).

Each emulator defines a fitted surface incorporating uncertainty, with respect to the
CCAM-CTM outputs, across the eight-parameter uncertainty space. An attractive property
of the GPE approach is that each fitted surface will pass through the training data points
with no uncertainty whilst the emulator interpolates ∆PM2.5 from the CCAM-CTM to
provide an estimate together with a measure of uncertainty for this prediction. We also
present results for secondary inorganic aerosols (SIA) as an additional pollutant, in order to
explore how the same emission parameters can be used to predict changes to components
of PM2.5.

A variance-based sensitivity analysis was carried out to determine how each emission
parameter contributed to the overall variance in CCAM-CTM output. This method uses the
emulator to explore how CCAM-CTM outputs vary with respect to individual contributions
(main effects) of each parameter to ∆PM2.5 and also to quantify possible interactions
between them. A detailed overview of this method has been provided by Saltelli et al. [46]
and Oakley and O’Hagan [47], with the latter being one of the first articles to suggest using
an emulator in place of a complex computer model for the purpose of sensitivity analysis.

All statistical analysis, developing, and validation of the emulator was carried out
using R 4.2.1. [48] Each emulator was fit using the km () function from the DiceKriging
package [49]. The extended-FAST (Fourier Amplitude Sensitivity Test) approach [50] was
used for sensitivity analyses and implemented using the methods available from the R
package sensitivity [51].

3. Results
3.1. Assessment of the Emulator

Figure 4 shows results from the emulator validation using the unweighted annual
average ∆PM2.5 for GMR Perth. Emulator predictions are plotted against CTM output for
each of the 16 validation runs and shown as a red circle. Uncertainty in the emulation with
respect to the CTM is calculated as a 95% uncertainty interval for the emulator prediction
and is presented as error bars. The largest decrease from baseline in PM2.5 predicted by the
CTM was 0.2 ug/m3 corresponding to validation run #15 whereby emission parameters
were generally set lower than baseline emission levels. In this case, the emulator uncertainty
is less than 2% of the CTM prediction. Figure 4 demonstrates that the emulator performs
very well given the narrow uncertainty intervals and that the true CCAM-CTM output
lies within these 95% uncertainty intervals for 15 of the 16 validation runs. Results of the
fitted emulator applied to population weighted annual average ∆PM2.5 similarly showed
accurate predictions of the CCAM-CTM with uncertainty intervals for all but one of the
predictions containing the true CCAM-CTM output (Supplementary Materials Figure S13,
Section S3.1). Weighting exposure by population yielded higher mean concentrations,
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as would be expected given highest concentrations of on-road vehicle related PM2.5 are
generally in areas nearer to roads and corresponding higher population density.
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Similar assessments were made of the emulators developed for different spatial scales
including SA4s within GMR Perth, SA3s for surrounding areas, and for selected mesh
block areas. These results (not shown) indicate that the emulators provide a very accurate
estimate of the CCAM-CTM across a range of pollutant outcomes including nitrogen
dioxide, ozone, secondary organic aerosols, and secondary inorganic aerosols. and at
differing spatial scales.

3.2. Associations between Parameters and Output

The relationships between mean annual ∆PM2.5 and each parameter for GMR Perth
are plotted in Figure 5 based on equally weighting all grids from the inner CTM domain that
fall inside the study area. The plot shows how much the emulator predicts the CTM to vary
for a given change in each parameter, while holding the other seven parameters fixed at
their baseline value. This effectively allows us to quantify the partial differential of ∆PM2.5
for a given change in a selected emission parameter. Note that the emulator also allows us
to investigate whether joint combinations of changes to the parameters affect the output
differently, e.g., by fixing other parameters at different values. However, results (not shown)
of such analyses were very similar to that presented here indicating that associations were
additive. There is a clear positive linear association between PM2.5 tailpipe emissions
from on-road vehicles (PM25_EMS) and ∆PM2.5 with an estimated annual decrease from
baseline of 0.12 ug/m3 if emissions from this source were reduced to zero. There is also a
clear linear association between emissions from coal-fired power stations (COAL_EMS)
with an estimated decrease of 0.06 ug/m3 if emissions from this source were reduced to
zero. Ammonia emissions from on-road vehicles (NH3_EMS) has a relatively moderate
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association with an estimated decrease of 0.04 ug/m3 if emissions from this source were
reduced to zero. There were small associations with nitrogen oxide emissions from on-
road vehicles and emissions from gas turbines. The other three parameters (VOC_EMS,
CO_EMS, and SO2_EMS) show little/no association with ∆PM2.5.
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There is considerable spatial variation in associations between the eight parameters
and predicted ∆PM2.5. To illustrate this, three mesh block areas were selected where
we would expect to see contrasting results for the two sectors studied (Supplementary
Materials Section S3.2). The association for PM25_EMS is steepest for the mesh block where
on-road vehicle PM2.5 emissions are highest, i.e., central Perth. Conversely, GAS_EMS
was the strongest predictor for the selected mesh block located in an area with heavy
industry. For the third selected mesh block, located near the northern fringe of GMR
Perth, associations of a comparable magnitude were identified for NOx_EMS, PM2.5_EMS,
NH3_EMS, GAS_EMS, and COAL_EMS.
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3.3. Sensitivity Analyses

For GMR Perth overall, variance-based sensitivity analyses showed that 72% of the
variance in ∆PM2.5, across the emission parameters studied, is due to PM_EMS. Similarly,
17% of the variance is due to COAL_EMS, 7% due to NH3_EMS, 3% from NOx_EMS, and
a further 2% due to GAS_EMS. Interaction effects between the eight parameters summed
to less than 1%. To investigate the extent to which variance contributions varied spatially,
sensitivity analyses were carried out based on the SA4 emulators. Figure 6 presents the
main effects of the eight parameters for each of the six SA4 regions. COAL_EMS explains
85% of the variance in ∆PM2.5 for the SA4 located to the south of GMR Perth (Mandurah)
where on-road traffic is lowest. Similarly, the proportion of variance explained by PM_EMS
was lower for SA4 regions with less on-road traffic.
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Applying the same steps as above for ∆SIA demonstrated that emulation also pre-
dicted the CCAM-CTM well with small emulator uncertainty (Supplementary Materials
Section S3.3). Results of a sensitivity analyses based on SA4 emulators constructed for
∆SIA are also presented in the appendix. These analyses indicated that the largest contribu-
tion to variation in ∆SIA across GMR Perth is COAL_EMS (75%) followed by NOx_EMS
(20%). The remaining variance is shared across PM2.5_EMS, NH3_EMS, and GAS_EMS
with around 1.5% of the variance explained by interactions between emission parameters.
Although COAL_EMS is the main contributor to ∆SIA overall, differences by SA4 were
noted whereby NOx_EMS and PM_EMS explained as much as 40% of the variation.

3.4. Scenario Analyses

A series of hypothetical emission scenarios are presented to demonstrate how em-
ulation can be used to carry out scenario analysis for policy development. Specifically,
we evaluate potential reductions in PM2.5 for GMR Perth in future scenarios involving a
transition to EVs and the use of renewables for electricity generation. For our case study, we
employed SA4 emulators based on population weighted exposure data to assess impacts on
areas within GMR Perth. We then use SA3 emulators to assess co-effects on Perth surrounds
associated with changes to emissions from the electricity generation.
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In order to quantify the emissions for each scenario, data from the DWER inventory
(refer Table S1) were used to define expected reduction for each of the six major on-road
emission precursors resulting from a city-wide transition to EVs. A business as usual (BAU)
was defined as the expected increase in emissions from the SWIS to meet increased demand
in electricity assuming the same energy mix as reported in 2012 (refer Table S2). That is,
the expected increase in emissions produced by the SWIS, compared to baseline, assuming
on-road vehicles in GMR Perth are replaced with EVs. Electricity consumption by EVs in
the SWIS is projected to be approximately 14 TWh by 2050 [52] which equates to 50% more
emissions generated by coal and gas turbines under the BAU. We then considered what the
impact would be if electricity generation were transitioned to 100% renewable energy by
setting X7 and X8 to zero. Thus, each scenario was defined as a specific emission data input
combination which was then offered to each emulator yielding predictions of ∆PM2.5. This
gave us four scenarios to compare as follows:

S1. All on-road diesel vehicles switched to electric under BAU electricity generation
S2. All on-road petrol vehicles to electric under BAU electricity generation
S3. All on-road vehicles switched to electric under BAU electricity generation
S4. All on-road vehicles switched to electric combined with 100% renewable electricity

Results from this set of scenario analyses are presented in Table 2. Under BAU for
SWIS (Scenario S3), the emulation approach predicts the largest impact on PM2.5 would be
for the population living in Perth-Inner which would be 0.69 ug/m3 lower than the baseline.
The dominant contribution from replacing diesel vehicles is expected given that PM_EMS
is the strongest predictor of ∆PM2.5 especially for the Perth—Inner region. Impacts for the
other five areas within GMR Perth are predicted to be smaller in magnitude. For example,
under scenario S1, predicted impacts from replacing diesel vehicles for other SA4s ranges
from 0.42 ug/m3 lower PM2.5 for Perth—South East down to 0.09 ug/m3 lower PM2.5 for
Mandurah. The net impact on GMR Perth under scenario S3 is estimated to be 0.44 ug/m3

lower PM2.5. When combined with a transition to 100% renewable energy (scenario S4),
this reduces further to 0.56 ug/m3 lower PM2.5. Under the BAU for SWIS, the predicted
increase in PM2.5 is 0.06 ug/m3 higher for regions to the south of GMR Perth with larger
effects predicted for the Bunbury region. Conversely, SA3 emulators predict that a switch
to 100% renewables for electricity generation would result in 0.12 ug/m3 lower PM2.5 for
populations living in these regions.

Table 2. Estimated change in PM2.5 concentration * by area for selected scenarios.

Scenario S1 ad S2 bd S3 cd S4 e

Geographical area f

SA4 areas, population size (000 s)
Perth—Inner (170) −0.60 −0.06 −0.69 −0.81
Perth—North East (251) −0.37 −0.04 −0.42 −0.53
Perth—North West (535) −0.39 −0.05 −0.45 −0.57
Perth—South East (488) −0.42 −0.05 −0.48 −0.60
Perth—South West (403) −0.31 −0.02 −0.35 −0.49
Mandurah (97) −0.09 0.01 −0.08 −0.23
GMR combined (1944) −0.38 −0.04 −0.44 −0.56

SA3 areas, population size (000 s)
Bunbury (102) 0.02 0.06 0.08 −0.16
Manjimup (23) 0.01 0.02 0.03 −0.06
Augusta—MR—Busselton (51) 0.01 0.02 0.03 −0.06
Surrounding areas combined (176) 0.01 0.05 0.06 −0.12

* Population weighted mean annual change in PM2.5 concentration (µg/m3). a tailpipe emissions from on-road
diesel vehicles within Greater Perth reduced to zero. b Tailpipe emissions from on-road petrol vehicles within
Greater Perth reduced to zero. c Tailpipe emissions from all on-road vehicles within Greater Perth reduced to zero.
This includes vehicles with LPG fuel. d BAU = business-as-usual: emission levels from the SWIS increase in line
with that expected to meet the increased demand in electricity assuming the same energy mix as reported in 2012.
e Tailpipe emissions from on-road petrol vehicles within Greater Perth reduced to zero combined with electricity
generation from 100% renewables. f Geographical areas are Statistical Area Level 4 (SA4) for GMR Perth and
Statistical Area Level 4 (SA3) for areas considered in surrounding areas to the South.
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4. Discussion

This study describes the use of statistical emulation for assessing impacts on air quality
from interventions that target emissions from selected sectors. Our case study illustrates
how emulation can be used to assess impacts on within-city pollutant concentrations from
changes to emissions from on-road vehicles and the electricity sector. We show that emula-
tors can accurately predict model output from the CCAM-CTM and quantify the relative
contribution of emission precursors on PM2.5 concentrations. The main contributions that
this research offers are twofold. Firstly, it shows how emulation can be used to study
exposure to air pollution at an intra-urban scale. Secondly, the case study highlights how
emulators can be used separately from the more complex air quality model making scenario
analysis more accessible to a wider audience.

An important advantage of complex air quality models is their ability to separate
source contributions and quantify the impact of changes to emissions on pollutant concen-
tration levels. The direct way to achieve this is to modify emissions according to a scenario
of interest, re-run the model, and evaluate the results. However, running the complex
model for many scenarios will be limited by computational and time resources available,
particularly if full-year simulations are required. Furthermore, simulation outputs from
models such as the CCAM-CTM or CMAQ are used by health professionals and policy spe-
cialists, but it is not straight forward to run a CTM. Making emulators available alongside
simulation outputs would provide the policy analyst with an alternative approach without
the need to interact directly with the complex model.

Air quality in Australia’s urban centres is generally good relative to other countries [53]
yet scientific evidence has linked air pollution to health effects in populations that have
lower concentrations of exposure [54–56]. There is ongoing debate in Australia around
the concept of “no safe limit” and whether current ambient air quality standards will be
further tightened [57]. This makes assessing the effectiveness of policies, such as increasing
the adoption of EVs, important for cities like Perth. To give further context to our case
study, a mean ∆PM2.5 of −0.5 ug/m3 is consistent with what source apportionment studies
conducted in other Australian jurisdictions have reported for the same emission sources
considered here [21]. The scenario analysis presented in Section 3.4 is only one of many
possible permutations needed to properly evaluate such policies. In practice, a more
in-depth analysis may reveal how impacts on air quality can depend on many factors
including location, vehicle type, fuel type, and emission source used to meet increased
demand in electricity. Specific examples include further examining different sub-sectors of
the on-road transport industry such as heavy truck, buses, sport utility vehicles, etc. We
illustrate to what extent switching on-road vehicles in GMR Perth to EVs may result in
co-effects for populations living in surrounding areas. This could be further explored by
employing emulators at a more local area level than administrative areas (SA4/SA3) as
presented here. Insights into many such questions can be easily investigated directly with
emulators by setting emission parameters to the specified level(s) of interest.

The concept of substituting the complex air quality model with an alternative surrogate
model to enable more rapid scenario analysis is not new. This research area has led
to the development of surrogate models such as AERIS [58] and TM5-FASST [10] both
of which have been shown to reliably predict the more complex model. We chose a
statistical emulation approach as it provides a direct way to study associations between a
set of input parameters and model outputs. Our case study highlights this by presenting
associations of the selected emission parameters with PM2.5 concentration and how they
varied spatially across different areas within GMR Perth. Of the two sectors considered
here, on-road vehicles and electricity generation, PM2.5 emissions from vehicle exhaust
was the dominant predictor of change in PM2.5 concentrations. This was expected as
PM emissions are still relatively high despite recent improvements to vehicle combustion
engines [59]. Furthermore, secondary organic aerosols tend to be the dominant source
of secondary particulate matter formation in Australian settings [60]. We included VOC
emissions from vehicles as a parameter as we were not sure what to expect in terms of
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its role in formation of secondary particulates in an urban setting. Furthermore, we also
wanted to present a complete set of the major emission precursors. In future iterations of
this research, we plan to examine reactive VOC components more closely and consider
other natural sources of VOC.

Statistical emulation provides a way to understand outputs from complex processes
more generally [61]. The variance-based sensitivity analysis utilises the emulator to quantify
the contribution of multiple factors to variability in model output. This approach allows
us to assess the sensitivity of a CCAM-CTM output to individual input parameters and
can identify potential nonlinear effects and interactions. While associations were generally
found to be linear and close to additive in our case study, this may not be the case in
other applications. One such area of research relates to studying the role of NH3 and
secondary inorganic aerosol (SIA) formation. In combination with NOx and PM2.5, NH3
is important due to its role as a precursor of ammonium particulates [62], however, the
chemistry between these precursor pollutants is highly nonlinear [63]. Recently, it has
been suggested that vehicular emissions of NH3 may have an important role in particle
formation within an urban environment despite accounting for only a small fraction of
NH3 emissions compared to other sources such as agriculture [64]. This topic may become
even more relevant in the future given ammonia is being considered as a versatile energy
vector of hydrogen production [65].

Depending on the research question, the use of emulation as applied in our case
study can be redesigned in other ways. For example, in the context of transitioning
to electric vehicles, a more policy relevant question might be to think more directly in
terms of vehicle fuel efficiency rather than total emission levels. In this way, an emulator
might be constructed to reflect characteristics of the vehicle itself, (e.g., engine size, age
and fuel type) or we could define a different emulator for each vehicle type, and then
include total Vehicle Kilometres Travelled (VKT) in the emulator model as a scaling factor.
Another related research question relevant to on-road vehicle emissions relates to non-
exhaust particulates. This is an area that is attracting more attention, particularly given that
vehicle non-exhaust emissions may play a more dominant role on local air pollution in the
future [66]. An emulator could be developed to investigate emissions that result from brake
wear, tyre wear, and resuspended road dust. Exposure to non-exhaust emissions could
be studied in this way by including parameters in the emulator such as vehicle weight,
tyre characteristics, and road surface condition. Finally, we chose to work with annual
average PM2.5 concentrations for our case study as the focus of HIAs is often chronic health
effects of long-term exposure. Future work could investigate how emulation can be applied
to incorporate other time scales (seasonal, monthly, daily) to study how contribution of
emission sources depends on time and/or to more generally study short-term health effects
of an intervention.

There is an increasing awareness from local communities around the health impacts of
air pollution [67]. At the same time, researchers are now collecting more data at a finer scale
using advanced monitoring technologies [68]. Thus, there is a growing need for models
that can not only utilise such data, but which can also be used alongside to assist with
understanding their outputs. We plan to further investigate the use of emulation in other
applications involving air quality related HIAs including exposure to air pollution from
wood heater smoke. Emulators could provide a flexible way to address policy questions at
a local community level such as evaluating the cost effectiveness of more compliant and/or
low emission wood heaters. Similarly, emulation may be useful to complement chemical
transport models as a way of examining the health impacts on vulnerable populations of
smoke and other pollutants from prescribed burns.

5. Conclusions

The results of this research show that statistical emulation can be used to study
interventions on air quality at an intra-urban scale. Our case study demonstrates that
GPE performs very well in terms of reproducing simulation output from the CCAM-CTM
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when applied to a typical Australian urban setting. Emulators can potentially supplement
complex simulation models in other applications by facilitating fast and reliable assessments
of interventions that improve air quality. If put into practical use, this approach could
substantially reduce the human resources and costs involved in formalising air pollution
control strategies. Further research is warranted that aims to apply emulation science as a
pathway to looking at policy.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/atmos13122009/s1. CCAM-CTM setup and verification; Additional
information on how the emulator is developed; Supplementary results. Table S1: Summary of
tailpipe emissions data for on-road vehicles. Table S2: Summary of emission sources used for the
CTM. Table S3: Summary of SWIS electricity generation and emissions. Table S4: CCAM-CTM
domain definitions. Table S5: CCAM-CTM training runs used to fit emulators. Table S6: CCAM-CTM
validation runs used to validate emulators. Figure S1: Spatial summary of on-road vehicle tailpipe
PM2.5 emissions. Figure S2: CTM computational domains. Figure S3: Scatter plots of observed
and modelled temperature. Figure S4: Rose plots of modelled wind speed and wind direction.
Figure S5: Rose plots of observed wind speed and wind direction. Figure S6: Probability density
plots of observed and modelled wind direction. Figure S7: Diurnal plots by monitor site of modelled
(green) versus observed (red) PM2.5. Figure S8: Hourly time series plots of observed and modelled
1-h PM2.5. Figure S9: Scatter plots of observed and modelled daily PM2.5 concentrations by season.
Figure S10: Bugle plots of mean fractional bias for CCAM-CTM modelling. Figure S11: Bugle plots
of mean fractional error for CCAM-CTM modelling. Figure S12: ASGS spatial boundaries within
the study area. Figure S13: Emulator predictions of ∆PM2.5 (µg/m3) in GMR Perth versus the
CTM. Figure S14: Associations with PM2.5 for selected mesh block area A located in central Perth.
Figure S15: Associations with PM2.5 for selected mesh block area B located in the Kwinana industrial
zone. Figure S16: Associations with PM2.5 for selected mesh block area C located near the northern
border of North-West Perth. Figure S17: Emulator predictions of ∆SIA (µg/m3) in Greater Perth
versus the CTM. References [69–75] are cited in the Supplementary Materials.
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